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1.0 INTRODUCTION

Relationships with technology are becoming more personal. Beyond the long accepted
exponential growth of technology and our related dependence on it, technology development is
heading toward an era of increased agency or “humanness” (Atkinson, 2011; Lee, 2012b). The
Air Force in particular has called for a future in which autonomous systems serve as teammates,
or synergistic human-machine (H-M) warfighters. In this future, trust will play a preeminent
role. For this Air Force vision to come to fruition, two critical and related elements must be
addressed: 1) system trustworthiness – the objective technical capabilities of the autonomous
agent to fulfill its new role and 2) human trust perceptions – the fostering of H-M “social”
relationships such that trust and reliance can be optimized. Lee and Moray (1992) refer to
somewhat analogous concepts of depth and surface cues, respectively. It is recognized, however,
that increasingly sophisticated technology is moving us away from the traditional information
processing perspective of basic perceptual inputs toward a contrasting perspective that considers
a more complete representation of the interaction of perception and action (Lee, 2012a).
Although designing for trustworthiness (depth cues) has been nearly the sole focus of traditional
trust in automation research, we will no longer be able to ignore the powerful influence of social
perceptions (surface cues) in H-M interactions. Established models exist to address designing for
trustworthiness (Lee & See, 2004), but no such models exist to foster the social side of H-M
trust relationships. This project explored social relationship building and its critical role for
building trust and reliance in a H-M context.

The goal of the present project was to provide a proof of concept for progressive, targeted
training methods and critical interface design features for the advanced H-M systems that are
inevitably on the horizon. This socially-oriented training approach may be the missing piece
overlooked to date for improving technology interaction, and it will likely be critical for H-M
team interactions if we are to achieve the full spectrum of capability advantages future
autonomous technologies are intended to offer.

Specifically, the following research questions were addressed:

Is social behavior required for a trust-reliance human-machine relationship?
How does social interaction impact stress coping?

2.0 Improving Trust and Reliance in Human-Machine Teams through Social 
Cueing 

2.1 Introduction
Emotional skills are at the heart of effective teams as they promote trust, a sense of group
identity and group efficacy; they serve as a bonding mechanism for teams (Druskat & Wolf,
2001). Emotional skills are crucial for effective virtual teams as well. Gibson and Cohen
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(2003) describe trust and emotion as intertwined, enabling conditions that are critical for
effective virtual teams as they allow people to be vulnerable with one another. We used a
validated emotion-based skill and dialog paradigm – RULER – to emphasize the role of
emotion on the part of the user and evoke social relationship norms (e.g., reciprocity, team
identification), with the ultimate goal of building a trusting relationship based on experience.
RULER is a social and emotional learning model designed to promote a set of skills (recognize,
understand, label, express, and regulate emotion) for improved self- and social awareness, self-
regulation, responsible decision-making and problem solving, and relationship management
(Brackett et al., 2009). The RULER dialog was incorporated to create a socially-oriented
training environment for interaction with a simulated autonomous agent (i.e., an avatar).

2.2 Approach
Social and emotional interactions play a critical, yet relatively understudied role in human-
machine teams. We investigated a social-emotional enfused team building interaction between a
human-machine team as a moderator of the trust-reliance relationship and its impact on perceived 
stress coping abilities.

Understanding the moderators of trust and reliance in HMT is important as trust affects the
willingness of people to accept information provided by the machine (i.e., avatar). This is 
interesting as previous work with non-social interactions have found no links between trust and 
reliance, which begs the question raised in the current study: can social interactions moderate this 
trust link? In the present study we explicitly tested whether the social emotional behavior of        
a robot avatar could moderate the trust-reliance relationship. In the experimental condition, the
robot avatar took a human-centric approach to interactions by employing social and emotional
dialogue with the human teammate in order to create a positive relationship. The control
condition was framed as a traditional decision-aid tool (dialogue was strictly information-based). 
We predicted that the social emotional condition would lead to a stronger, more positive trust-
reliance relationship relative to the control condition.

As with human teams, there are many benefits provided by a good teammate. To further explore
the benefits of a socioemotional interaction in HMT, we examined perceived stress coping ability 
in the socioemotional versus control condition. We predicted that socioemotional interactions 
would lead to higher perceived stress coping abilities in the experimental condition relative to the
control condition. The virtual simulation provided a test bed to explore how social interactions 
initiated by the robot teammate can create a supportive human-machine team.

Sixty-six participants (50% females) were randomly assigned between the two conditions. There
were three phases of the study: introduction, interaction, and task execution. First, the participant
was introduced to the virtual environment and given directions on how to navigate within the
world. Depending upon the condition, a participant went through the experimental or the control
interaction phase. Although both the conditions were comparable in duration and structure, the
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socioemotion-focused interaction engaged the user in a social and emotional dialogue targeting 
team building while the control condition engaged the robot avatar in an information-focused, 
non-socioemotional interaction, see Table 1.

Table 1. Differences between the experimental and the control conditions. In the task phase, the
participant and robot did two collaborative task, based on a previous study (Moon & Nass,
1998).

Task 1 - Moon task: This task is based on a previous study that examined a collaborative task 
between a human and a computer teammate. The task execution phase was a modified version of 
the “desert survival problem”. The participant and robot then began a “moon landing scenario” in 
which they made an emergency landing on the moon and then were asked to analyze various 
items (e.g., dehydrated food, rope, inflatable raft). The participant’s task was to rank the various 
items in order of importance for safely returning back to earth. Once the participant had 
determined and submitted independently a ranking order, the robot and participant discussed the
rationale for each of the 10 items that they each had chosen independently. The robot was 
programmed to present its ranking based on those of the participant. For instance, the item that
the participant had ranked as first was ranked as fourth by the robot. This enabled us to maintain 
robots ranking at the same distance away from the participants across all the participants. After 
the discussion with the robot, the participants could incorporate the robots input and submit final
ranking of the task items.

Task 2 - ISR task: The participant and the robot engaged in an “intelligence, surveillance and 
reconnaissance” (ISR) task. ISR data included simulated satellite pictures, emails, text messages,
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and phone conversations. The task objective was to analyze the data and identify a suspected 
terrorist who may had planned to bomb a public facility. The ranking process in this task was 
similar to the process used in the moon landing scenarios.

Behavioral reliance on the robot was estimated by calculating how much participants changed 
their ratings similar to the robot after a discussion with it, i.e. a higher score implied greater 
behavioral reliance on the robot. Finally, after the task, participants reported how much they 
trusted their robot teammate during the experiment. Participants also reported their perceived 
ability to cope with the stressful demands of the task via the stress appraisal coping scale.

2.3 Results and Discussions

Efffect of social interaction x trust on reliance. In order to test our moderation hypothesis
(condition by trust interaction), a regression model was run with trust, condition, and condition X
trust as predictors and behavioral reliance as the outcome. This model was significant, F(3, 36) =
3.9, p = .02. R2 = .25. As expected, the condition X trust interaction was marginally significant,
beta = .60, SE = .31, t(38) = 1.92, p = .06, suggesting that trust-reliance relationship depended
upon the condition-type (i.e., presence or absence of socioemotional interaction). Regression
lines for each condition depict this influence of the condition-type, see Figure (1). Trust
predicted reliance only in the experiment condition, beta = .60, SE = .22, t(18) = 2.74, p = .01,
but not in the control condition, beta =

.004, SE = .22, t(18) = .02, p = .99. Consistent with our prediction, socioemotional interaction 
moderated trust and reliance links: the trust-reliance relationship was stronger in the experiment
condition that received the social interaction with the robot avatar.

Fig. 1. Social interaction moderated the relationship between trust and reliance (standardized) scores
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Effect of social interaction on stress coping. We tested whether social interaction was effective
in improving stress coping abilities. The experiment condition reported higher ability to cope with
stress, M = 4.20, SD = .63, than the control condition, M = 3.76, SD = .70, t(42) = 2.18, p =
.035, Cohen’s d = .67. Thus, consistent with our predictions, the socioemotional interactions
promoted greater perceived coping abilities.

Figure 2. Stress coping appraisals were higher for the experimental group (that had social
interactions) than the control group (that only had information-focused interactions).

Effect of mentalizing propensity (perception of sensors’ role) on trust. We examined whether
mentalizing propensity influenced trust on the robot teammate, irrespective of the experiment or
control condition. For task 1, a regression model with mentalizing propensity as a predictor and
trust levels as an outcome was found to be significant, F(1, 42) = 4.44; p = .04; R2 = .10, see
Figure 3 and 4. Thus, mentalizing propensity predicted trust in the robot, = .32; SE = . 15; 
t(42) = 2.11; p = .04. Similarly, for task 2, a regression model with mentalizing propensity as a
predictor was also significant, F(1, 35) = 27:91; p <.0001; R2 = .44, see Figure 3. Mentalizing
propensity strongly predicted trust, = .73; S E = .14; t(35)=5.28;p<.0001.These findings
showhowmentalizingpropensity influencedtrust in the robot teammate.
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Figure 3. Relationship between mentalizing propensity (perception of sensors’ role), trust, and 
reliance in Task 1.

Effect of mentalizing propensity on reliance. Next, we examined whether mentalizing propensity
influenced reliance on the robot teammate. For both tasks, a regression model with mentalizing
propensity was used to predict reliance levels. For task 1, the regression model was significant,
F(1, 39) = 6.35; p = .02; R2 = .14, see Figure 3 and 4. Mentalizing propensity significantly
predicted behavioral reliance on the robot, = .41; SE = .16; t(38) = 2:52; p = .02, see Figure 3.
Similarly, for task 2, mentalizing propensity predicted the behavioral reliance on the robot, =
.35; SE = .08; t(39) = 4.46; p < .0001. These findings show how mentalizing propensity influenced
behavioral reliance on the robot teammate. The above findings made us wonder if trust can act as a
mediator between mentalizing propensity and reliance on the robot. We conducted mediation
analyses to test this possibility, see Figures 2 and 3 for a comparison between these variables. The
mediation effect was significant for task 2, Sobel’s test (z = 3.10), p = .002. Similar pattern,
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between these variables was found for task 1 but were not significant, Sobel’s test (z = 1.52), p =
.13. These findings suggest that trust levels can mediate the relationship between the mentalizing
propensity and reliance on the robot.

Figure 4. Relationship between mentalizing propensity (perception of sensors’ role), trust, and
reliance in Task 2.

Socioemotional interactions can influence mentalizing propensity. To test whether
socioemotional interaction with a robot teammate can influence mentalizing propensity, we
conducted a t-test with group (socioemotional vs. control) as a between-subjects predictor. The
experimental group reported a marginally higher mentalizing propensity than the control group,
t(42) = 1.89; p = .06; with a medium effect size, Cohen’s d = .58, see Figure 5.
These findings suggest that socioemotional interactions can impact the tendency to believe in the
functionality of the sensors i.e., mentalizing propensity.
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Fig. 5. Differences in mentalizing propensity between the socioemotional and the control groups.

2.4 Conclusions

The current work shows the effectiveness of adapting socioemotional interaction to HMT. 
Social and emotional interactions moderated the relationship between trust and reliance on a
robot teammate and positively impacted perceived ability to cope with stress. By developing 
social skills, beyond technical expertise, machines and in this case a virtual robot, can become
better teammates and gain acceptance as reliable and trustworthy partners. Importantly, there
are a multitude of benefits that can be realized by emphasizing the socioemotional nature of 
teammates, such as helping humans regulate their stress response, illustrating the potential of 
social machines to provide socioemotional support. The virtual simulation of human-robot
interactions provides a proof of concept for the goal of designing robots to mirror natural social
environment and physical and psychological distance.

Physiological and behavioral sensors can be instrumental in facilitating complex behavioral and 
social interactions between humans and robots. However, there is a limited understanding of the
psychological implications of incorporating such sensors in the context of HRI. We show that the
mentalizing propensity can act as an individual difference factor that can implicitly influence trust 
and reliance on a robot. Individuals with a higher mentalizing propensity to believe in the role   
of sensors, as assessed by our developed measure, strongly agreed that physiological sensors 
helped the robot connect with them better and support them. Such individuals were found to have
higher trust and behavioral reliance on the robot. Our measure of mentalizing propensity used in 
this study significantly predicted how much they trusted and relied on the robot. In addition, we
show that trust can mediate the influence of mentalizing propensity on reliance on the robot
teammate.
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3.0 FUTURE WORK

The wider literature and our previous research has provided evidence for the pervasive influence
of socioemotional factors on critical outcomes (e.g., trust, reliance, emotion regulation, and
ultimately performance). Our recently completed research showed that framing the introduction 
of an autonomous system as a teammate vs. a tool led to higher reports of the ability to cope with 
stress, acceptance of physiological assessment sensors, and it moderated the relationship between 
trust and reliance. We argue that the positive effects found can be attributed to the teammate
condition being a stronger social cue eliciting the inherent socioemotional responses of humans. 
These findings suggest a gap in the trust in automation literature and current thoughts on human-
machine teaming (HMT), which are largely focused on traditional interface design techniques.
While these traditional factors are necessary, they are not sufficient. We suggest a combined 
systems approach in designing trusted, effective HMTs that leverages the power and ease of 
automatic processes that is far less cognitively taxing. As the social psychology literature shows 
us, socioemotional factors (e.g., perceived similarity) are largely unconscious, multi-faceted, 
dynamic, and vary across individuals and cultures. However, most socioemotional factors are
derived from stereotypes or attitudes that are malleable over time (Forgas, Cooper, & Crano, 
2011). Thus, drawing from organizational literature on trust building, we propose that an
expanded and targeted socioemotional joint human-machine team training phase is the optimal
design space for calibrating trust and producing effective HMT. In future work, we plan to 
empirically investigate the costs and benefits of various socioemotional instantiations (e.g., non-
verbal cues, tone of voice, anthropomorphism, socioemotional dialog) in a novel HMT training 
paradigm.
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